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8-1

Past weeks:
Measures of central tendency (mean, mode, median)
Measures of dispersion (standard deviation, variance, 

range, etc).
Working with the normal curve

Last week:
Sample, population and sampling distributions

finished with estimation & “confidence intervals”… 

Today:  move onto Chapter 7:
Hypothesis Testing and the One Sample test.. 

AFTER TODAY<  YOU CAN COMPLETE YOUR 
WRITTEN ASSIGNMENT # 1 (WHICH HAS BEEN POSTED
ON MY WEBSITE):  DUE NEXT CLASS (2:30 sharp) – to 
avoid late penalty

8-2

“Statistical dead heat” describe reported percentages that 

differ by less than a margin of error

Example of confidence intervals (in real life):
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Recall with Confidence Intervals, I gave you three formulas that are appropriate when 
calculating:
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A random sample of 100,000 Canadians (this is roughly the size of Canada’s Labour Force
Survey) estimates that 5.8% of Canada’s population is unemployed.  Create a 95% CI on 
this statistic:

n=100,000     Ps = .058      

1. Set alpha:  .05, we are working with a 95% confidence interval

2. Set your appropriate Z score :  Z = 1.96
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A random sample of 100,000 Canadians (this is roughly the size of Canada’s Labour Force
Survey) estimates that 5.8% of Canada’s population is unemployed.  Create a 95% CI on 
this statistic:

N=100,000     Ps = .058      

1. Set alpha:  .05, we are working with a 95% confidence interval

2. Set your appropriate Z score :  Z = 1.96

3. Use appropriate formula:

C.I. = .058 +/- 1.96 
C.I. = .058 +/- 1.96
C.I. = .058 +/- 1.96
C.I. = .058 +/- 1.96 (.0015811)

CI:  95% of the time, we anticipate that Canada’s unemployment rate falls somewhere
between 5.49% and 6.11%

C.I. = .058 +/- .0031 ->   .07069 and .07131

Might be given a mean, and its sample standard deviation (with sample size)
-> calculate a CI

Might be given a mean, with its population standard deviation (with sample size)
-> calculate a CI

Could be asked for a:

95% CI        or a         90 % CI      or a         99% CI

The only difference relates to the Z value used:

1.96        or                  1.645         or          2.575

In addition to working with proportions (and %s)
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Chapter 7

Hypothesis Testing I: 

The One-Sample Case

Idea:  

Obtain a statistic for a specific sample,.. 

Does it differ significantly from a given population 
parameter?

8-10

Eg.  We take a “sample of King’s students”…
calculate their “mean GPA”

Does this sample statistic differ significantly from 
all students in Ontario (i.e. the population parameter)?

That’s a Hypothesis Test I: 
The One-Sample Case
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• The basic logic of hypothesis testing

– Hypothesis testing for single sample means

– The Five-Step Model

• Other material covered:

– One- vs. Two- tailed tests

– Type I vs. Type II error

– Student’s t distribution

– Hypothesis testing for single sample 

proportions

In this presentation 

you will learn about:

• Hypothesis testing is designed to detect significant 

differences: differences that did not occur by random 

chance. 

• Is an observed difference “real”, or is it merely 

“sampling error” or “random noise” in our data?

Hypothesis Testing
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8-13

8-14

•

• The rumor is that Brock majors have different GPAs 

than students in general – even though the work 

requirements & apparent motivation appear to be no 

different from other universities

• We have data from Stats Can on all university 

students , i.e. the full population (but nothing 

specifically for Brock)

• We can only draw a “sample” of Brock students, and 

we want to do a “single sample test” , comparing the 

sample statistic with the population parameter.

Hypothesis Testing for Single 

Sample Means: An Example
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Suppose we know from Stats Can:

 The value of the parameter, average GPA for 

all University students across Ontario, is 2.70 

(μ = 2.70), with a standard deviation of 0.70 (σ

= .70).

Suppose we know from Stats Can:

 The value of the parameter, average GPA for 

all University students across Ontario, is 2.70 

(μ = 2.70), with a standard deviation of 0.70 (σ

= .70).

Then we take a random sample of 117 Brock 

majors,  & we document a mean = 3.00   

• There is a difference between the parameter (2.70) and the 

statistic (3.00)., but is it real???

– Is it a “significant difference?”

– The observed difference may have been caused by random 

chance. 
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• Formally, we can state the two hypotheses as:

Null Hypothesis (H0)

“The difference is caused by random chance.”

Note:  The Null Hypothesis always states

there is “no significant difference.”

OR

Alternative hypothesis (H1)

“The difference is real”.

Note: The Alternate hypothesis

always contradicts the H0.

8-18

In other words:

H0:  The sample mean (3.00 with this specific 
sample) is the same as the pop. mean (2.70). 

– The difference is merely caused by 
random chance (sampling error)

– Note: more likely with small samples, 
right?

H1:  The difference is real (significant).

– Brock majors are different from all 
students.

We can test H0 given our knowledge of the 

“sampling distribution” and Z scores
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How do we do “significance tests”?

We always begin by assuming the H0 is true (no real difference).

• & then ask, “What is the probability of getting a sample 

statistic if in fact H0 is true?

• In other words, in this case:

• “What is the probability of this sample of Brock students 

having a mean of 3.00 if in fact all Brock majors in reality 

have a mean of 2.70” (i.e. no different from the mean of all 

Canadian students)?

8-20

• How do we determine this probability?

• We always work with our sampling distribution and use the Z score 

formula to identify specific statistics on our sampling distribution,

We can then use Appendix A to determine the probability of  

getting the observed difference in our sampling distribution.

NOTE:  this formula is equivalent to dividing the difference 

between the sample statistic and the population parameter 

by the standard error 
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With our example, 
The sample mean = 3.00 (GPA for sample of Brock students)
With: μ = 2.70; σ=0.70  (population mean & standard deviation)

11770.

 7.20.3 
Z (obtained)= = 4.6

4.6

A mean of 3.0 is fully 4.6 standard errors (Z scores) above our population mean.. 
We can estimate the probability of scoring this high on this sampling distribution

4.6

Our sampling distribution

Z score (also referred to as Z obtained)
In significance tests
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4.60 .4999      <.0001

The probability of getting
Such an outcome is 
<.0001!

4.6
Our sampling distribution

Z score (also referred to as Z obtained)
In significance tests

Probability of falling into this
upper tail is less than .0001!!!

Note: part of running a significance test is identifying what is called a “critical region”

4.6

If your Z(obtained) falls into it, you consider it a “rare event”…  I’ll return to this.. 
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The chances of this sort of outcome (a mean of 3.0 in a sample of Brock students)
when in reality their mean is expected to be 2.7 is extremely slim…   less than .0001 chance

Here, we can be safe in “rejecting our null hypothesis”

Accept our H1 research hypothesis.. A significant difference appears to be documented.. 
Brock students are “significantly” different!!

8-26

• All the elements used in the example above can be 
formally organized into a five-step model:

1. Making assumptions and meeting test requirements.

2. Stating the null hypothesis.

3. Selecting the sampling distribution and establishing the  
critical region.

4. Computing the test statistic.

5. Making a decision and interpreting the results of the test.

Hypothesis Testing: The Five Step Model
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• Random sampling

– Hypothesis testing assumes samples were selected according 

to EPSEM (equal probability of selection method: random)  

The sample of 117 was randomly selected from all 

Brock majors.

• Level of Measurement is Interval-Ratio  

– GPA is Interval-Ratio so the mean is an appropriate statistic. 

• Sampling Distribution is normal in shape

– This assumption is satisfied by using a large enough 

sample (n>100).  

Step 1: Make Assumptions and 

Meet Test Requirements

8-28

H0: μ = 2.7

– The sample of 117 comes from a population 
that has a GPA of 2.7. 

– The difference between 2.7 and 3.0 is trivial 
and caused by random chance.

• H1: μ≠2.7

– The sample of 117 comes from a population 
that does not have a GPA of 2.7.  

– The difference between 2.7 and 3.0 reflects 
an actual difference between Brock majors 
and other students

Step 2: State the Null Hypothesis
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• Sampling Distribution= Z

Critical Region:

That segment of the “sampling distribution” 
whereby we consider a sample statistic to be “a 
rare event”, hence if our test statistic falls into it, 
we “reject the null hypothesis”..

Typically we sent it such that there is only a 5%

chance that a statistic fall within it.. 

Step 3: Select Sampling Distribution 

and Establish the Critical Region

– By convention, we use the .05 value as a guideline to 
identify differences that would be rare if H0 is true.

– If the probability is less than .05, the calculated or 
“obtained” Z score will be beyond ±1.96  

Hypothesis Testing for Single Sample 
Means

Shaded tails here 
Represent our critical region

5% chance overall.. 

.025 .025
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• Sampling Distribution= Z

– Alpha (α) = .05 (indication of a “rare” event)

– NORMAL DISTRIBUTION (if n>100)

Critical Region:

That segment of the “sampling distribution” 
whereby we consider a sample statistics to be 
“a rare event”, hence if our test statistic falls into 
it, we “reject the null hypothesis”..

Step 3: Select Sampling Distribution 

and Establish the Critical Region

8-32

• Sampling Distribution= Z

– Alpha (α) = .05

– α is the indicator of “rare” events.

– Any difference with a probability less than α is 

rare and will cause us to reject the H0.

• Critical Region (C.R) begins at ± 1.96

– This is the critical Z score associated with

α = .05, two-tailed test. 

– If the obtained Z score falls in the C.R., reject 

the H0.

Step 3: Select Sampling Distribution 

and Establish the Critical Region
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 Z (obtained) =                   =   4.6

Step 4: Compute the Test Statistic & draw 

the Z distribution

Draw it:

Z (critical) Z (critical)

With our example, 
The sample mean = 3.00 (GPA for sample of Brock students)
With: μ = 2.70; σ=0.70  (population mean & standard deviation)

11770.

 7.20.3 

Step 5: Make Decision and 

Interpret Results

OR:
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• The obtained Z score fell in the C.R., so we 

reject the H0. 

– If the H0 were true, a sample outcome of 3.00 

would be highly unlikely. 

–Therefore, the H0 is false and must be rejected. 

• Brock majors have a GPA that is significantly 

different from the general student body.

Step 5: Make Decision and 

Interpret Results (continued)

8-36

• The rumor is: Montreal Habs fans have a different 

level of intelligence than other Canadians?

• Sample: n=101 Habs Fans (SRS)

• Mean IQ = 95

• We know:  Population mean is 100, with a standard 

deviation of 15 on this standard IQ test.

• Are they “significantly” different?

Hypothesis Testing for Single Sample Means:  

Example with one tailed test
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• Random sampling

– The sample of 101 Habs fans was randomly 

selected from all Habs fans.

• Level of Measurement is Interval-Ratio  

– IQ test score is Interval-Ratio so the mean is an appropriate 

statistic. 

• Sampling Distribution is normal in shape

– This assumption is satisfied by using a large enough 

sample (n>100).  

Step 1: Make Assumptions and 

Meet Test Requirements

8-38

H0: μ = 100

– The sample of 101 comes from a population 
that has an IQ of 100 (i.e. all Habs fans). 

– The difference between 95 and 100 is trivial 
and caused by random chance.

• H1: μ ≠ 100

– The sample of 101 comes from a population 
that has an IQ different than 100.  

– The difference between 95 and 100 is real!

Step 2: State the Null Hypothesis
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• Sampling Distribution= Z

– Alpha (α) = .05

– α is the indicator of “rare” events.

– Any difference with a probability less than α is rare 

and will cause us to reject the H0.

• Critical Region (C.R) begins at +/- 1.96

• This is the critical Z score associated with

α = .05, two-tailed test. 

– If the obtained Z score falls in the C.R., reject the H0.

Step 3: Select Sampling Distribution and 

Establish the Critical Region

 Z (obtained) =                   =  -3.35
10115

 10095

Step 4: Compute the Test Statistic & draw

Draw it:

-3.35

Z (critical)

So, substituting the values into 
Formula 7.1, 
With: μ = 100; σ=15 and N=101  

Z (critical)
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Step 5: Make Decision and 

Interpret Results

OR:

8-42

• The obtained Z score fell in the C.R., so we 

reject the H0. 

– If the H0 were true, a sample outcome of 95 would 

be highly unlikely. 

–Therefore, the H0 is false and must be rejected. 

• Habs fans are significantly different than other 

Canadians 

Step 5: Make Decision and 

Interpret Results (continued)
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• Model is fairly rigid, but there are two 

crucial choices:

1. One-tailed or two-tailed test (Section 7.4)

2. Alpha (α) level (Section 7.5)

Crucial Choices in the Five Step 

Model

8-44

• Two-tailed: States that population mean is “not equal” to value stated in 

null hypothesis.

Example: 

H1: μ≠2.7, where ≠ means “not equal to”.  Note: the GPA example 

illustrated above was a two-tailed test, with two critical regions

One- and Two-Tailed Hypothesis 

Tests

Alternatively:  one-tailed tests are possible: Differences in a specific 

direction.

Example:

H1: μ>2.7, where > signifies “greater than”
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The Curve for Two- vs. One-tailed Tests
at α = .05:

Two-tailed test:

“is there a significant 

difference?”

One-tailed tests:

“is the sample mean

greater than µ?”

“is the sample mean

less than µ?”

8-46

 Tails affect Critical Region in Step 3:
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• Previous research has established that immigrants 

earn less than other Canadians:  

• Sample: n=101 recent immigrants

• Mean employment earnings = $36,000

• We know:  Population mean is $40,000, with a 

standard deviation of $15,000 

• Are they earning “significantly” less?

Hypothesis Testing for Single Sample Means:  

Example with one tailed test

8-48

• Random sampling

– The sample of 101 immigrants was randomly 

selected from all immigrants.

• Level of Measurement is Interval-Ratio 

• Earnings is Interval-Ratio so the mean is an appropriate statistic. 

• Sampling Distribution is normal in shape

– This assumption is satisfied by using a large enough 

sample (n>100).  

Step 1: Make Assumptions and 

Meet Test Requirements
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H0: μ = $40,000

– The sample of 101 immigrants comes from a 
population that has a mean income of $40,000 
(i.e. all Canadians). 

– The difference between $36,000 and $40,000 is 
caused by random chance.

• H1: μ<$40,000

– The sample of 101 comes from a population that 
has a mean income less than $40,000.  

– The difference between $36,000 and $40,000 
reflects lower earnings among new Canadians 
relative to all Canadians.  

Step 2: State the Null Hypothesis

8-50

• Sampling Distribution= Z

– Alpha (α) = .05

– α is the indicator of “rare” events.

– Any difference with a probability less than α is rare 

and will cause us to reject the H0.

• Critical Region (C.R) begins at - 1.65

– This is the critical Z score associated with

α = .05, one-tailed test. 

– If the obtained Z score falls in the C.R., reject the H0.

Step 3: Select Sampling Distribution and 

Establish the Critical Region
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 Z (obtained) =                                =  -2.68
10115000

 4000036000

Step 4: Compute the Test Statistic

Draw it:

-2.68

Z (critical)

So, substituting the values into Formula 
7.1, 
With: μ = 40,000; σ=15,000 and N=101  

Step 5: Make Decision and 

Interpret Results

OR:
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• The obtained Z score fell in the C.R., so we 

reject the H0. 

– If the H0 were true, a sample outcome of $36,000 

would be highly unlikely. 

–Therefore, the H0 is false and must be rejected. 

• New Canadians are earning less than other 

Canadians 

Step 5: Make Decision and 

Interpret Results (continued)

8-54

Note:  In previous examples, I have used the formula:

What if our “population standard deviation is unknown?
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• What if our population standard 

deviation is unknown?
• How can we test a hypothesis if  σ is not known, 

as is usually the case?

–For large samples (N>100), we use s as an 

estimator of σ and use standard normal 

distribution (Z scores), suitably corrected for 

the bias (n is replaced by  n-1 to correct for the 

fact that s is a biased estimator of σ.

• When the sample size is small  (< 100) then the 

Student’s t distribution should be used

What if our sample size is small?  Less than 100?

The statistician’s nightmare..

Really small samples… 

Much more sampling error!!!

Harder to document significant differences!!!
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• The test statistic is known as “t”.

• The curve of the t distribution is flatter than that of the 

Z distribution 

• but as the sample size increases, the t-curve starts to 

resemble the normal curve

df =18

Normal Curve

df = 50

8-58

The Student’s t distribution

 A similar formula as for Z (obtained) is used in 

hypothesis testing:

 The logic of the five-step model for hypothesis testing 

is followed.

 However in testing hypothesis we use the t table 

(Appendix B), not the Z table (Appendix A). 
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8-59

 NOTE:

 The t table differs from the Z table in the following 

ways:

8-60

1. Column at left for degrees of freedom (df) (df = n – 1)

i.e. the smaller the sample, the flatter the distribution

1. Alpha levels along top two rows: one- and two-tailed

2. Entries in table are actual scores: t (critical)

i.e. they mark beginning of critical region, not areas 

under the curve
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Example

• A random sample of 30 students at Kings 

reported drinking on average 4 bottles of 

beer per week, with a standard deviation 

of 5. 

• Is this significantly different from the 

population average (µ = 6 bottles)?

Solution (using five step model)

• Step 1: Make Assumptions and Meet 

Test Requirements:

• Random sample

• Level of measurement is interval-ratio

• The sample is small (<100), so we can’t 

work with a normal distribution
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Solution (cont.)

Step 2: State the null and alternate 

hypotheses.

H0:  µ = 6  Kings students are no 

different from the population overall

H1:  µ ≠ 6  Kings students differ from 

other Canadians in their beer 

consumption

Solution (cont.)

• Step 3: Select Sampling Distribution and 

Establish the Critical Region

1. Small sample, I-R level, so use t

distribution.

2. Alpha (α) = .05

3. Degrees of Freedom = N-1 = 30-1  = 29

4. Critical t = ?
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Solution (cont.)

• Step 3: Select Sampling Distribution and 

Establish the Critical Region

1. Small sample, I-R level, so use t

distribution.

2. Alpha (α) = .05

3. Degrees of Freedom = N-1 = 30-1  = 29

4. t (critical)= ?     

= 2.045
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Solution (cont.)

• Step 4:  Use Formula to Compute the Test Statistic

15.2

130
5

64

1













n
S


t (obtained) 

Looking at the curve for the t 

distribution

Alpha (α) = .05

t= -2.045

c

t = +2.045-2.15
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Step 5 Make a Decision and 

Interpret Results
• The obtained t score fell in the Critical Region, so 

we reject the H0 (t (obtained) > t (critical)

– If the H0 were true, a sample outcome of 4 would 

be unlikely. 

– Therefore, we consider H0 to be false and must 

be rejected.

• Kings students likely have drinking habits (beer 

consumption) that are significant different from 

other Canadians  (t = -2.15,  df = 29,  α = .05).

8-70

Testing Sample Proportions (n>100):

Formula 7.3

Beyond this, if working with a large sample, same essential 5 steps as with “testing
sample means”…
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Testing Sample Proportions:

• Example:  48% of a sample of 250 Kings students report 

being Catholic.  Data is available from the Census indicate 

that 43% of all residents of Ontario report being Catholic.  

Are Kings students significantly more likely to be Catholic 

than other Ontario residents?    

• If the data are in % format, convert to a proportion first  

(48%  ->  .48)

• The method is virtually identical as the one sample Z-test 

for means, except we work with proportions and a slightly 

different formula for Z (obtained)  -> Follow the 5 step 

model.

Solution (using five step model)

• Step 1: Make Assumptions and Meet 

Test Requirements:

• Random sample

• Level of measurement is nominal -> use 

proportions

• The sample is large (>100), so we can 

work with a normal distribution as our 

sampling distribution
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Solution (cont.)

Step 2: State the null and alternate 

hypotheses.

H0:  Pµ = .43  The full population of 

Kings students are no different from 

the Ontario population overall 

H1:  Pµ > .43  Kings students are more 

likely to be Catholic than other 

Ontario residents  

Solution (cont.)

• Step 3: Select Sampling Distribution and 

Establish the Critical Region

1. Sampling distribution = Z distribution

2. Alpha (α) = .05

3. Critical Z = ?   

= +1.65 (why? one tailed test)
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Solution (cont.)

• Step 4:  Use Formula to Compute the Test Statistic

60.1
250/)43.1(43.

43.48.

/)1(












nPP

PPs




Z (obtained) 

Looking at the curve for the Z  

distribution

Alpha (α) = .05

1.60
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Step 5 Make a Decision and 

Interpret Results
• The obtained Z score did not fall in the Critical 

Region, so we fail to reject the H0

• Kings students do not appear to be significantly 

more likely to be Catholic than the population over 

all (Z = 1.60, α = .05, n=250 ).

• NOTE: What if we had the exact same data, but 

this time with N=1000, rather than 250?

• With original sample (N=250)

• With a larger sample (N=1000)

Z (obtained) 60.1
250/)43.1(43.

43.48.

/)1(












nPP

PPs





Z (obtained) 19.3
1000/)43.1(43.

43.48.

/)1(












nPP

PPs
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Looking at the curve for the t 

distribution

Alpha (α) = .05

1.60
with n=250

3.19
with n=1000

WITH A MUCH LARGER SAMPLE, THE SAME PROPORTIONAL 
DIFFERENCE CAN BECOME SIGNIFICANT!!!  (WE KNOW FOR SURE IT 
IS  A REAL DIFFERENCE)

8-80

Alpha levels affect Critical Region in Step 3:


